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The Phase-II upgrade of the LHC will increase its instantaneous luminosity by a factor of 5-7 leading to the HL-LHC.
At the HL-LHC, up to 200 proton-proton collisions are expected per bunch crossing (BC), every 25 ns.

ATLAS is one of the general-purpose detectors at the LHC. The Liquid Argon (LAr) calorimeter of the ATLAS experiment measures the energy of 
particles produced in LHC collisions. The LAr calorimeter is formed of 182000 cells and provide trigger capabilities to the ATLAS detector. Therefore, 

the LAr calorimeter readout electronics is required to collect and process the calorimeter data at 40 MHz.
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- Energy deposits in LAr 
calorimeter cells lead to 
an electric pulse which is 
shaped, sampled and 
digitized at 40 MHz.

- The pulse spans about 
625 ns corresponding to 
25 BCs.

- The samples around the pulse 
peak are used to reconstruct its 
amplitude which is proportional 
to the energy deposited in the 
corresponding cell.

- Currently, an optimal filtering 
algorithm (OF) is used to 
compute the deposited energy.

- The computation is done using 
electronics boards based on the 
FPGAs technology that can 
efficiently handle the high 
bandwidth (~250 Tb/s).

- Due to the HL-LHC high pileup, the 
probability of overlapping pulses 
will increase.
• Optimal filtering performance 

degrades with overlapped pulses.
- Neural networks are investigated as 

an alternative solution to the 
optimal filtering algorithm.

Digitization and overlapping signals Neural networks and performance

Optimization of NN computational needs Hardware implementation

- Fixed-point representation of 
arithmetic operations to reduce the 
resources required in FGPAs

- Possible degradation of the 
resolution in firmware due to 
quantization

- The number of bits can be reduced 
by a factor of 2 by using 
Quantization Aware Training 
(QAT) rather than posterior 
quantization of weights trained with 
float precision.

LASP demonstrator built with FPGA Stratix-10
- Prototype with Agilex 7 ongoing

Each FPGA needs to reconstruct the energy for 384 
channels :
- Impossible to implement 384 NNs on the FPGA

• Need multiplexing
• Need to go to higher frequency (multiple of 

40 MHz)

- CNNs and RNNs are designed to compute 
deposited energy.
• 4 samples around the peak are sufficient to 

reconstruct the amplitude.
• Samples prior the peak correct the effect 

of the previous deposit.
- NNs can correct the degradation of the energy 

resolution.
- Better performance is observed :

• With increased number of samples prior to 
the energy deposit.

• With increased internal dimension (units).

CNN, 2 convolutional layers, ~100 parameteres and 22 samples

RNN, 8 units and 5 samples as input

CNN and RNN outperform Optimal Filtering algorithm, especially for overlapping signals. NNs are optimized to get the best performance while 
reducing the complexity to be able to implement them on FPGAs. Both CNN and RNN have been implemented in FPGAs and match requirements.

- Long sequence length requires many RNN cells that are 
computational heavy.

- Replace the RNN cells prior to the pulse by a Dense layer
• RNN to compute the amplitude on the peak
• Dense to correct for pileup

- No performance drop with this optimization.

Region where pulses overlap

Firmware implementation

RNN and CNN Implemented on Stratix-10
- CNN implemented on Agilex, RNN still in progress
- CNN directly implemented in VHDL, RNN Implemented first in HLS for fast 

prototyping and then optimized in VHDL
- Fits LAr requirements for both

Simulated pulse chain with a pileup of 140 
and additional injected pulses at higher 

energy to represent hard-scattering events

LASP board demonstrator

Quantization mode impact on resources 
usage and the latency

Optimization of matrix 
multiplication :
- Basic building block of NNs
- Scalar multiplications 

implemented with DSP
- Multiple solutions for 

additions implementation : 
o Chained DSPs design 

better at low frequency
o Usage of general logic 

(ALUT) better at high 
frequency
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